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ABSTRACT
We focus on making recommendations for a new group of users

whose preferences are unknown, but we are given the decisions of

other groups. By formulating this problem as group recommenda-
tion from group implicit feedback, we focus on two of its practical

instances: group decision prediction and reverse social choice. Given a

set of groups and their observed decisions, group decision prediction
intends to predict the decision of a new group of users, whereas

reverse social choice aims to infer the preferences of those users

involved in observed group decisions. These two problems are of

interest to not only group recommendation, but also to personal

privacy when the users intend to conceal their personal preferences

but have participated in group decisions. To tackle these two prob-

lems, we propose and study DeepGroup—a deep learning approach

for group recommendation with group implicit data. We empirically

assess the predictive power of DeepGroup on various real-world

datasets and group decision rules. Our extensive experiments not

only demonstrate the efficacy of DeepGroup but also shed light on

the privacy-leakage concerns of some decision making processes.
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1 INTRODUCTION
Group decision problems are prevalent, ranging from high-stake

decisions (e.g., elections, the board of directors’ decisions, etc.) to

casual decisions (e.g., deciding on a restaurant or movie for a group

of friends). Group recommender systems play an integral role in

facilitating group decision-making by recommending a set of items

(or a single item) to a group of people. The applications of group

recommender systems are diverse, such as tourism [17], music [6],

crowdfunding [19], news/web pages [18], and TV programs [28].

Group recommendation methods (e.g., [1, 3, 5, 9, 21–23, 26]) usu-

ally encompass two integrated components: preference assessment
and preference aggregation. The preference assessment component fo-

cuses on understanding group members’ preferences. Two common

approaches for preference assessment are (a) preference elicitation
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(e.g., [14, 15, 25]) via asking relevant queries for revealing user pref-

erences, and (b) preference learning from historical user data repre-

sented either in the form of rankings (e.g.,[7, 13, 21]) or user-item

interaction data (e.g.,[1, 3, 9, 16, 23]). The preference aggregation
component aggregates users’ inferred (or elicited) preferences into

group preferences (or decisions). The aggregation methods are usu-

ally well-studied social choice (group consensus) functions [4, 8]

or learned by deep learning (e.g.,[5, 11, 12, 27]). We deviate from

this common approach of preference assessment and aggregation.

Problems.We focus on a group recommendation problem in sit-

uations that the group members’ personal preferences cannot be

assessed using typical means (e.g., preference elicitation or prefer-

ence learning) due to unavailability or confidentiality of preferences.

However, we assume the presence of a certain type of implicit feed-
back for some group members in the form of which other groups

they belong to and those groups’ decisions. The applications for this

problem are prevalent, e.g., group recommendations for restaurants

and vacation packages given that we observe restaurants and places

that some group members have attended with their acquaintances.

We focus on two special instances of this problem: group decision
prediction, which intends to predict the decision of a new group of

users, and reverse social choice, which aims to infer the preferences

of a user involved in observed group decisions. In addition to group

recommendation, these two special cases are of high importance

for assessing privacy leakage. Imagine those users who intend to

conceal their personal preferences on a sensitive issue (e.g., pro-

motion, social injustice issues, etc.), but have participated in group

decisions on these topics with publicly known decisions.

Contribution. To address the group recommendation problem

with group implicit feedback, we proposeDeepGroup—a deep neural
network for learning group representations and decision making.

We conducted extensive experiments to evaluate the effectiveness

of DeepGroup for both group decision prediction and reverse social

choice. Our findings confirm the superiority of DeepGroup over a

set of benchmarks for both problems over various datasets. In our

experiments, we also study how different group decision rules (or

group decision-making processes) might affect the performance of

DeepGroup. Our findings show that DeepGroup excels (compared

to benchmarks) regardless of the choice of group decision rule

and even performs reliably well when different unknown decision

rules are used in observed groups. In the reverse social choice

task, DeepGroup performance was more prominent for plurality

voting. This is an interesting observation regarding privacy. Despite

requiring the least personal preference data (i.e., only top choice)

for decision making, plurality has the highest privacy leakage.

2 PROBLEM STATEMENT
We consider a set of 𝑛 usersU = {1, . . . , 𝑛} and a set of𝑚 alterna-

tives (items) A = {𝑎1, . . . , 𝑎𝑚}. We assume that we have observed

https://doi.org/10.1145/3459637.3482081
https://doi.org/10.1145/3459637.3482081


CIKM ’21, November 1–5, 2021, Virtual Event, QLD, Australia Sarina Sajadi Ghaemmaghami and Amirali Salehi-Abari

𝑙 groups of users G = {𝐺1, . . . ,𝐺𝑙 } with 𝐺𝑖 ⊆ U, and their cor-

responding group decisions in the form of group-item interaction
matrix Y = [𝑦𝑖 𝑗 ] ∈ {0, 1}𝑙×𝑚 , where 𝑦𝑖 𝑗 = 1 if 𝐺𝑖 ∈ G has decided

𝑎 𝑗 ∈ A as their group decision.
1
We focus on the top-𝑘 recommen-

dation problem by suggesting the 𝑘 most preferred (or likely) items

from A to a new group of users 𝐺 ⊆ U where 𝐺 ∉ G.
2
While our

defined problem covers a broad range of problems, of particular

interest, are two special instances of it.

Group Decision Prediction. Single-option group recommenda-

tion (i.e., when 𝑘 = 1)—sometimes referred to as group decision
prediction—not only applies to group recommendation but also can

be used for predicting the most likely decision (or outcome) of a

newly formed group 𝐺 . Imagine a committee is asked to decide on

a sensitive issue (e.g., promotion, social injustice issues, etc.) when

various decisions are possible. The goal is to predict the final deci-

sion of the committee based on the involvement of the committee

members in previous committees whose final decisions are public.

Reverse Social Choice. By letting the target group 𝐺 be a single-

ton set of a user 𝑢 ∈ U, one can focus on a special instance of

our problem, that we call reverse social choice. As opposed to social

choice functions that aggregate individuals’ preferences to group

decisions/preferences, the reverse social choice maps group deci-

sions to individuals’ preferences. The solution to this problem not

only enhances preference learning but also allows us to measure

privacy leakage from publicly announced group decisions.

Regardless of our interest in these two special instances of the

group recommendation problem, our solution is for the general

problem: we predict the likelihood of the interaction of group 𝐺

with any item in A, and then select a rank list of 𝑘 items with the

highest prediction score for recommendation to the group𝐺 . Our

learning task in this paper is to find the likelihood function 𝑓 (𝐺, 𝑎 |\\\ )
that predicts the likelihood of group 𝐺 ’s interaction with any item

𝑎 ∈ A. Themodel parameters\\\ is learned from the observed groups

G and group-item interaction matrix Y. We introduce DeepGroup

for formulating and learning this likelihood function.

3 DEEPGROUP MODEL
The DeepGroup model takes both group 𝐺𝑖 ⊆ U and item 𝑎 𝑗 ∈ A
as an input (see Figure 1). The𝐺𝑖 is represented as the 𝑛-row sparse

vector g = [𝑔𝑝 ] where 𝑔𝑝 = 1 if 𝑝 ∈ 𝐺𝑖 otherwise 𝑔𝑝 = 0.

The DeepGroup considers real-valued latent representations

(or embedding) for all users 𝑢 ∈ U and items 𝑎 ∈ A. The latent

representations of users and items are captured by𝑛×𝑑 matrixU and

𝑚 × 𝑑 ′ matrix V (resp.), where 𝑑 and 𝑑 ′ are the dimensions of user

and item latent spaces (resp.).
3
For the input group g, DeepGroup

retrieves all its users’ latent representations {U𝑝 |𝑝 ∈ U and 𝑔𝑝 =

1}, where U𝑝 denotes the latent vector of user 𝑝 (i.e., the 𝑝𝑡ℎ row in

thematrixU). Similarly, DeepGroup looks up the item embeddingVj
for input item 𝑎 𝑗 . A key idea behind DeepGroup is the aggregation

1
One can extend our problem to the setting in which observed decisions/outcomes are

in the form of group aggregated rankings rather than a consensus option.

2
The set of alternatives doesn’t have to be the same for all group decisions. One can

assume a universal set of alternatives with all possible alternatives. Regardless of

which alternative has been available from the universal set for past group decisions,

the alternative selected by a group signals the preferences of the group members.

3
Assuming that the latent representations are drawn identically and independently,

these representations can be initialized by sampling from any prior distributions.

p q j
0 0 0 0 0 0 0 0 1 0 01 1

Up

Uq

Vj
user embeding

user embeding
item embeding

Aggregate

group embeding

Layer 1

Layer x

Layer 2

Gi = {p, q}Group Item aj

ŷij

Figure 1: The architecture of the DeepGroup model.
of a group g’s users latent representations {U𝑝 |𝑝 ∈ U and 𝑔𝑝 = 1}
into a single fixed-length vector q:

q = Aggregate

({
U𝑝 |𝑝 ∈ U and 𝑔𝑝 = 1

})
. (1)

The Aggregate(.) function takes any set of user latent representa-

tions and maps them into q, which is the latent representation of

the group g. This group latent representation is expected to capture

the consensus preference of group members. We discuss different

aggregator functions below. The group latent representation q and

the item embedding V𝑗 are then concatenated and fed into a mul-

tilayer perceptron (MLP) neural network to predict 𝑦𝑖 𝑗 (i.e., the

likelihood that group 𝑔 decide on item 𝑎 𝑗 ).

Aggregator Functions. The aggregate function, which maps any

arbitrary set of user embeddings into group representation q, is
required to satisfy at least two natural properties.

Property 1. A function Aggregate acting on sets of user embed-
dings must be permutation invariant to the order of user embeddings
in the set such that for any permutation 𝜋 and any user embedding
set {U𝑖1 , · · · ,U𝑖 𝑗 }:

Aggregate

({
U𝑖1 , · · · ,U𝑖 𝑗

})
= Aggregate

({
U𝜋 (𝑖1) , · · · ,U𝜋 (𝑖 𝑗 )

})
.

Property 2. A function Aggregate must have a fixed-length
range for any set of user embeddings: letting E = {U𝑖 |𝑖 ∈ U} be
the set of all users’ embeddings, the function Aggregate : 2

E → R𝑘
maps any subset of E to a 𝑘-dimension real-valued vector.

Given these two properties, we consider the class of elementwise
aggregators that deploys an elementwise operator (e.g., mean, max,

min, median) to reduce a group 𝐺 ’s user embeddings {U𝑝 |𝑝 ∈ 𝐺}
into a group embedding q. An important instance of this class is

the Mean aggregator which computes the 𝑖𝑡ℎ element of the group

embedding q by 𝑞𝑖 = 𝑚𝑒𝑎𝑛({𝑢𝑝𝑖 |𝑝 ∈ 𝐺}), where 𝑢𝑝𝑖 denotes the
value of the 𝑖𝑡ℎ dimension of user 𝑝’s embedding. A variant of

this Mean aggregator has been widely deployed in representation

learning on graphs (for example, see [10]) to aggregate features

from a node’s neighborhood.

Learning. One can learn DeepGroup model parameters by the

maximum likelihood estimation (MLE) method. Given the observed

groups G and group-item interaction matrix 𝑌 , the log-likelihood

can be computed by

ℓ (\\\ |G,Y) =
𝑙∑

𝑖=1

𝑚∑
𝑗=1

𝑦𝑖 𝑗 log𝑦𝑖 𝑗 + (1 − 𝑦𝑖 𝑗 ) log
(
1 − 𝑦𝑖 𝑗

)
,
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where 𝑦𝑖 𝑗 = 𝑓 (𝐺𝑖 , 𝑎 𝑗 |\\\ ) is DeepGroup’s estimated probability for

the interaction of group 𝐺𝑖 with the item 𝑎 𝑗 . The maximum likeli-

hood estimate of themodel parameters is
ˆ\\\𝑀𝐿𝐸 = argmax\\\ ℓ (\\\ |G,Y).

Equivalently, one can learn model parameters by minimizing loss

𝐿(\\\ |G,Y) = −ℓ (\\\ |G,Y). This loss function is the same as the binary
cross-entropy loss, which can be minimized by performing stochastic

gradient descent (SGD) or any other optimization techniques.

4 EXPERIMENTS
We conduct extensive experiments to evaluate the effectiveness of

DeepGroup for both problems of group decision prediction and

reverse social choice. We study the efficacy of DeepGroup by com-

paring its testing accuracy with some other baseline algorithms.
4

GroupDatasets.Due to inaccessibility to group datasets with both
group membership data G and group decisions Y, we create our
datasets using real-world preference datasets, different group for-

mation mechanisms, and group decision rules (or voting methods).

We consider four real-world preference ranking datasets.
5
Three

datasets are from the 2002 Irish Election:
6
Dublin West with 9

candidates and 29,989 user preferences; Dublin North containing

43,942 user preferences over 12 candidates; and Meath containing

64,081 user preferences over 14 candidates. The other dataset has

5000 user rankings over 10 varieties of sushi.
7
To generate a set

of groups G from these datasets, we deploy the ^-participation
group (KPG) method. KPG first samples 𝑛 users from a preference

dataset, then ^ times randomly partitions this set of users into

size-constrained subsets (i.e., groups), whose sizes are bounded by

[𝑠𝑚𝑖𝑛, 𝑠𝑚𝑎𝑥 ]. The KPG outputs the collection of all unique subsets

generated by these ^ partitions. By varying ^, one can control

the extent to which each user participated in different groups (or

equivalently, the extent to which groups overlap with one another).

We set 𝑠𝑚𝑖𝑛 = 2 and 𝑠𝑚𝑎𝑥 = 10 while varying other parameters.

To create the group-item interaction matrix Y for each generated

group set G, we aggregate user preferences of each group 𝐺𝑖 ∈ G
to a group decision 𝑎 𝑗 ∈ A by voting rules [4]. We focus on Borda

and plurality—two examples of positional scoring rules [4]. For a

fixed group set G, we either use Borda for all 𝐺𝑖 ∈ G, use plurality

for all 𝐺𝑖 ∈ G, or uniformly at random select between Borda and

plurality for each 𝐺𝑖 ∈ G (i.e., mixture of Borda and Plurality). All

three preference aggregation strategies are unknown to the group

recommendation methods studied in our experiments. The mixture

strategy further challenges the group recommendation methods by

stochastically diversifying the group decision rules among groups.

Benchmarks. We compare the accuracy of DeepGroup against

some baseline methods. Due to the lack of any comparable algo-

rithms for solving group decision prediction and reverse social

choice, our baselines are either (i) adaptations of state-of-the-art

deep learning methods to our problems or (ii) our own heuristics.

AGREE [5] employs both user and group rating preferences for

group recommendation. To make it comparable with DeepGroup,

we deployed AGREE without user preferences while only inputting

4
The code can be found at https://github.com/sarinasajadi/DeepGroup

5
As our problems are closely connected with social choice, we focus on preference

rankings which are of special interest in social choice since they help circumvent the

problem of interpersonal comparisons of ratings/utilities [2, 24].

6
http://www.preflib.org/data/election/irish/

7
http://www.preflib.org/data/election/sushi/

the groups and their top choices to this model. Except for this

change, the other settings were left as default.
8 Popularity (Pop)

predicts the most popular group decisions in the training set as

the group decision of any groups in the testing set. For a group in

the testing set, Random Top Choice Plurality (RTCP) first guesses its
users’ top choices, then outputs the plurality winner (ties broken

randomly). To guess user top choice, if a user belongs to at least one

group in the training set, RTCP randomly picks one of its groups’

decisions as its top choice; otherwise, the method outputs the pop-

ular group decision in the training set. For a group in the testing

dataset, Overlap Similarity (O-Sim) outputs the group decision of

the most similar group in the training set, when the similarity is

measured by the number of common members.

Setup. In all our experiments, DeepGroup has four hidden layers

with 64, 32, 16, and 8 hidden units and the Relu activation function.

We use dropout over hidden layers with the retaining probability of

0.8. The dimensions of user and item embeddings are set to 64 and

the Mean aggregator is used. We optimize DeepGroup with Adam

for 100 epochswith a learning rate of 0.001 and the batch size of 4096

(i.e., each mini-batch encompasses 4096 records of negative/positive

group-user interactions along with group membership data). As

our group dataset generation is stochastic, for each fixed setting

(e.g., preference dataset, group decision rule, etc.), we generate

20 instances of each group dataset setting and report an average

accuracy over those instances. In experiments focused on group

decision prediction, for each group dataset, we randomly selected

70% of all groups and their group-item interactions as the training

set and 30% for the testing set. For reverse social choice, we use each

group dataset as the training set and create a testing set including

the singleton groups of all users appeared in the training set.

Group decision prediction. We investigate the effectiveness of

DeepGroup in group decision prediction when compared to other

benchmarks. We set the group decision rule to plurality or Borda.

By fixing the number of users𝑛 = 5000 and varying^ , we study how

the performance of different methods changes with more availabil-

ity of implicit data (i.e., the participation of individuals in different

group decisions). Fig. 2 shows the accuracy of different methods for

various group datasets for the plurality decision rule.
9
In all four

datasets, DeepGroup is comparable with others for^ = 1 but outper-

forms the benchmarks for ^ ≥ 3. The performance of DeepGroup

is more prominent as ^ increases (e.g., about 100% improvement

over the best baseline for ^ = 20 and Irish datasets). These results

suggest that as users participate more in various group decision-

making processes, we learn more accurately their embeddings, and

consequently their groups’ embeddings and decisions.

The effect of group decision rules.We investigate the effect of

different group decision rules on the group decision prediction task.

We fixed ^ = 5 and 𝑛 = 5000. Fig. 3 shows the average accuracy

for various group decision rules (i.e., Borda, Plurality, and their

mixtures). For all datasets, DeepGroup outperforms others over all

decision rules to various extent. It seems that DeepGroup offers

the most absolute improvement over baselines for plurality and the

least absolute improvement for Borda. One interesting observation

is that DeepGroup still performs fairly well for the mixture of Borda

8
https://github.com/LianHaiMiao/Attentive-Group-Recommendation

9
The results for Borda were qualitatively similar.

https://github.com/sarinasajadi/DeepGroup
http://www.preflib.org/data/election/irish/
http://www.preflib.org/data/election/sushi/
https://github.com/LianHaiMiao/Attentive-Group-Recommendation
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Figure 2: Testing accuracy (%), group datasets generated on preference datasets (a)–(d), the plurality group decision rule.
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Figure 3: Testing accuracy (%), group datasets generated on preference datasets (a)–(d) with different group decision rule, ^ = 5.
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Figure 4: Testing accuracy (%), reverse social choice, group datasets generated by different decision rules and datasets.

and Plurality. This suggests that (a) DeepGroup does not necessarily

require to be aware of group decision rules for successful prediction,

and (b) DeepGroup can perform well when different groups use

inconsistent decision rules.

Reverse social choice.We study the accuracy of DeepGroup for

reverse social choice (i.e., predicting individual preferences of group

members) when various group decision rules are applied (see Fig. 4).

For all group decision rules and preference datasets, the accuracy

of DeepGroup increases with participation factor ^. This implies

that user personal preferences can be predicted more accurately if

users participate in more group decisions. We also observe that the

accuracy is always the highest in all the datasets for the plurality de-

cision rule whereas Borda has the lowest accuracy. This observation

is surprising: despite requiring the least preference data (i.e., only

top choice) for decision making, plurality has the highest privacy

leakage as the personal preferences can be predicted more accu-

rately when it is deployed. In contrast, Borda has the lowest privacy

leakage in this sense. Another important observation emerges from

this experiment: when the decision rule is not inconsistent among

the groups in a dataset (e.g., the mixture of plurality and Borda),

DeepGroup is still effective in predicting the individual preferences.

5 CONCLUSION AND FUTUREWORK
We formulate the problem of group recommendation from group

implicit feedback, intending to make item recommendation to a

new group of users in the absence of personal user preferences. To

address this problem, we introduce DeepGroup. Through exten-

sive experiments, we show the effectiveness of DeepGroup. Our

empirical results also show that different group decision rules (e.g.,

plurality, Borda, etc.) exhibit privacy leakage of concealed personal

preferences to various extent. Surprisingly, plurality, despite requir-

ing less information than Borda, suffers more privacy leakage than

Borda. For future work, one can theoretically analyze well-known

voting rules in the context of our reverse social choice problem

to understand their privacy-preserving characteristics when the

group decisions are publicly announced. Our DeepGroup model

can be improved by incorporating ranking loss functions [20] and

deploying more complex latent aggregator functions. Of practical

importance is to extend DeepGroup with group and item features

(e.g., descriptions or demographic information), side information

(e.g., social networks of users), or context (e.g., time or location).
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